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Abstract

Two researchdirections are to be explored
in realizing our group's TREC QA systemin
2006. The �rst oneis to investigatethepossi-
bilities of applyinglinguistically sophisticated
grammaticalframework in tackling the real-
world naturallanguageprocessingtasksuchas
questionanswering.Theotheris to exploit the
possibleworld's entities and relationsas de-
scribed in online encyclopedia in adding re-
dundancy and hidden relationsas thosecon-
tainedin the TREC corpuswherethe entities
andrelationsareonly implicitly mentionedand
related. Our focus is on the factoid and list
questionasthesetwo typesof questionsbene�t
greatlyfrom our proposedmethod.We do in-
cludean experimentalcomponentin handling
the”other” questiontype.

1 Intr oduction and PreviousWork

Currentapproachesin QA taskhave appliednaturallan-
guageprocessingor computationallinguistic techniques
in variousways. Earlierworks,while not usingthepre-
ciselanguagemethodologies,shedsomelightson thein-
herentcomplexity of the languagetask. Simpleregular
expressionshavebeenacommonpracticein matchingthe
particularquestionpatternsto an answertype. Though
somesuccesseshavebeenachievedin theearlierphaseof
QA, asthecomplexity of thetasksincreasesandtherela-
tionshipsbetweenthequestionandanswersharefar less
similaritiesin thesurfaceorderof thewords,theperfor-
manceof this methodquickly declinesin tackling more
real-world typequestions.

Later approachin applyingnaturallanguageprocess-
ing method requiresmore sophisticatedgrammarap-
proachin capturingthe syntacticrelationsbetweenthe

entities in a sentence. One example is the useof de-
pendency grammaras in Minipar. This type of gram-
matical framework is chosenbecauseof the rathersim-
plicity of the backbonedescribingthe different linguis-
tic phenomenaandef�cient mechanismin parsing.The
relatively high ef�ciency in parsingis critical to thereal-
world naturallanguagetaskasseveralthousandsof docu-
mentshaveto beprocessedin ashorttimeinterval. In ad-
dition, insteadof purepart-of-speechinformationasob-
tainedby probabilisticCFGparser, theMinipar produces
a moredetailedanalysisaboutthe dependency relations
thatbene�tsgreatlyin theanswerextractions.

In our approach,weusea morelinguistically sophisti-
catedgrammarto analyzethecandidatesentencesto look
for potentialanswers.Thepotentialto usemoredetailed
analysisof naturallanguagesentencesis explored.Based
on this analysis,the sentencesarebroken into morede-
tailed syntacticandsemanticdescriptionfor facilitating
theanswerextractionprocess.

Besidesthe adoptionof more complex grammatical
framework, the possibilitiesof usingexternal resources
arealsoexplored. Currentapproachesin QA have also
madeuseof theexternalresourcesto improvetheredun-
dancy of thepotentialanswers.Somesystemsmake use
of a searchengineto expandthe queriesto the TREC
corpusand to extract a relevant set of documentsfrom
webfor answerextraction. Otherapproachinvolvedus-
ing WordNet or FrameNetto provide ontological rela-
tions betweenentitieswithin the corpus. WordNet and
FrameNetare chosenbecauseof the very detail analy-
sisof thesensesof differentwordsandtherelationships
betweendifferentsenses.More detailsrelationssuchas
hypernyms,hyponyms,andsynonymsto compilea net-
work of relationsof words for questionprocessingand
answerextractions.Someotherapproachesalsousedthe
ontologydictionaryandonline encyclopediato improve
theredundancy of theanswers.

In ourapproach,wechoosetheonlineencyclopediaas



a majorsourceof externalresources.Besidesimproving
redundancy of theanswersby providing by a largersetof
relevant documents,the inter-relationshipsbetweenthe
relevantdocumentsarealsoextractedfor theanalysisof
questionsandanswerextraction.

Therestof thepaperis organizedasfollows. In Section
2, we discussthearchitectureof theQA system.In Sec-
tion 3 we detail themethodof usinggrammaticalframe-
work to analyzethecandidatesentencesandanswerex-
tractions. Section4 describesthe usageof the external
resourcesin providing a moreinter-relationshipsamong
entities.Section5 describesthede�nitional questionpro-
cessing.Section6 givestheconclusion.

2 SystemDescription

Thegeneralarchitectureof thesystemis givenin �gure 1

The various componentsof the QA system are de-
scribedin this section.

2.1 Indexing

Themajordocumentresourcesusedin theQA systemare
theTRECcorpusandtheWikipediacorpus.Theindexes
for thesetwo resourcesare built up using the LEMUR
toolkit. TheWikipediacorpus,which is obtainedin May,
is �rst transformedinto theTRECcorpusformatandthe
extra tagswithin thecorpusareremovedto facilitatethe
parsingof thedocumentsby theLEMUR parsers.A to-
tal of 2GB and3.5GB indexeswerebuilt for thesetwo
corporarespectively.

2.2 QuestionPreprocessingand Query Expansion

The question preprocessingphase involves question
rewriting and questionclassi�cation. Thesetwo oper-
ationsuserule-basedapproachto substitutemissingor
inadequateinformation into the questionsand classify
thequestionsinto oneof thesixty-two differenttypesof
questionsfor furtherprocessing.For thequestionprepro-
cessing,somecommontasksto be performedare: 1PE.
Pronounmatching,2. Term Expansion,3. Event-type
questionspecialprocessingandsoon. Theseoperations
increasethe recall of the retrieved documentsetsin the
later andthe precisionof the candidatesentenceextrac-
tions. The questionis also classi�ed basedon whether
the questionis askingfor a person,corporate,time, ge-
ographicallocation suchas countriesor cities,... , nat-
ural placessuchas hills, seas,lakes,... , time whether
year, month,day, date,basicitemsor descriptionsuchas
profession,colors,... , andspecialtype suchasreasons,
causes,...

The queryexpansionphaseexpandsthe questionsto
a moredetailedquery. In expandingthe query, we use
the searchengineAPI. The preprocessedquestionis to-
kenizedandfed to thesearchengine.Thetop 10 results

areretrieved.Thetextsin thetopresultsareextractedand
form a candidatesetof terms.

Besidesusing the web resources,the preprocessed
questionis alsofed to the index of Wikipedia resource.
The texts from the retrieved top 10 documentsare ex-
tracted.Only termswith externallinkagesareextracted
andmergedwith theprevioussetof terms.

2.3 DocumentRetrieval

Thecombinedsetof termsis rankedontheco-occurrence
valueof terms.Only thetermsin thetop 50%of theco-
occurrencevalueis usedin documentretrieval.

Theexpandedqueryis fed into thedocumentretrieval
basedontheLEMUR index. In retrieving thedocuments,
weselectthetop100documentsfor eachquestionin each
series.For theWikipediadataset,thetop 10 documents
extractedarepassedon to thenext phase.

2.4 CandidateAnswer SentencesProcessing

Quitea numberof tasksareperformedin this phasebe-
fore therealmatchingprocess.Theretrieveddocuments
from bothindexesaresegmentedinto sentences.Named
entity recognitionis performedonbothdocumentsetsto
discover thespecialentities.For theWikipediadataset,
we alsomake useof the links to determinethepotential
candidatesfor entities.

The extracted set of sentences,typically from two
thousandsto sixteenthousands,is thenrankedbasedon
theword densityrankingmethod.

The�nal setof �fty sentencesareextractedwith their
respective previous one and next sentencesextracted.
Thus,a total of �fty coresentencesandonehundredpe-
ripheralsentencesareextractedfor answerextraction.

2.5 Wikipedia data processing

The extracted10 documentsfrom Wikipedia are pro-
cessedbasedon Section4. The result is a network of
inter-relationshipbetweendifferententitiesthat may be
the�nal answerin a candidatequestion.Sometimes,the
10documentsarenot closelyinter-relatedwith eachoth-
ers. Extracteddocumentsareextractedandprocessedto
�ll up themissinglinks.

2.6 Answer extraction

The �fty coreextractedsentencesand the one hundred
peripheralsentencesfrom the CandidateAnswer Sen-
tencesprocessingare passedto the extraction module.
In this module,the questionandcandidateanswersare
parsed,thesemanticrelationsareobtained.Thesemantic
relationsbetweenthequestionsandtheanswersentences
are thencomparedbasedon the level of consistency as
well asthelinkagesfrom theWikipedia.



Figure1: GeneralArchitectureof theQA system

2.7 List QuestionProcessing

The list questionprocessingmoduleusesthe samean-
swerextractionasthenormalfactoidquestions,i.e. using
different phasessuchas questionpreprocessing,query
expansion,candidateanswersentencesprocessingand
answerextraction,with an additionalmechanismto se-
lect thehighestrankedlist of answers.

2.8 De�nition QuestionProcessing

We alsouseanexperimentalde�nition questionprocess-
ing mechanismin handling the de�nitional questions.
Due to the incompatibility of the currentdesignof our
QA systemto this typeof question,we aretrying to get
someexperiencesin dealingwith the de�nitional ques-
tion in this year'sQA task.

3 Extracting answersfor factoid question
and list questions

The goal of this taskis to extract thebestanswersfrom
thecorpusto answerthequestion.Theactualoperations
of our QA systemrequirethis taskto be integratedwith
the tasksof the Wikipedia dataprocessing.For easeof
demonstration,weconcentrateon theuseof grammatical
framework in this section.ThePETparser (0; 0), which
usesthe English ResourceGrammar (0) as the source
of lexicons,doesnot have a wide coveragein covering

mostof the lexical items in the texts. We thushave to
modify the original PET parsera little bit andpopulate
thelexiconsystemwith a largersetof lexicons.

3.1 Parsing

To populatethe lexicon, the �rst problem we needto
solve is themultiword expression.The �rst approachto
deducethe basicsyntactictype of a particularchunkof
words is the useof a namedentity taggerto discover a
chunkof wordsaswell aswhethera particularchunkof
wordsbelongto the classof person,location,organiza-
tion, time andcurrency. Thesechunkof wordsarethen
storedasa singleunit for laterprocessing.Theotherap-
proachis to checktheparticularwordsexpressionagainst
theWikipedia to discover whethera particularchunkof
words are belongingto somereal world entities. This
reducestheburdenof thefurthergrammaticalprocessing.

Considerthequestionq141.5:

Who is WarrenMoon'sagent?
Instead,Moon �e w to LosAngeles,
wherehehuddledwith his agent,
LeighSteinberg, whohasapparently
convincedMoon thattheSeahawks
owehim a tonof career-endingcash.



The named entity tagger discovers that the answer
”Leigh Steinberg” is of the type ”person” and the
Wikipedia can locate this entry as a chunk of words.
Using the namedentity taggersometimesfails to �nd
the entire namewhich may be very important in the
�nal answerselectionprocess.For examplein question
q153.3:

WhatwasHitchcock's �rst movie?
#NYT19990808.0091#Then there's theTV anthology
series,“Alfred HitchcockPresents,”
which ranbetween1955and1965
(“ Goooodevening,laaadiesandgen-tell-men”).#
Prev: #1#NYT19990808.0091#Books?During
thepasttwo decades,Hitchcockhasbecomethe
�lmmakermostwrittenabout,
apublishingphenomenonsecondonly
to PrincesDi andtheKennedys
biographies,memoirs,critical
studies,trivia andquizbooks,chroniclesof
themakingof “Psycho”and“Vertigo.”#
Next: #0#NYT19990808.0091#It
hasbeenregularly in syndication
eversince,engendering
its own books,fanfollowing
andWebsites.#

The phrase ”Alfred Hitchcock Presents”, which is
an answerto the question,cannotbe detectedby the
nameentity tagger. However, thechunkis detectedwith
the external resources.Besidesthe entitiesexpansion,
thereareotherwordsthatbothresourcescannotcover. In
this case,WordNetis consultedto �nd therelevantsense
to beusedin theparsingprocess.Theexpandedlexicon
systemis thenusedfor parsing.Theresultingparsetree
and the semanticrepresentationis given below �gure 2
and�gure 3 for theexamplesentence”What positiondid
Moonplay in professionalfootball?” from q141.1.

The most important data structure that the ques-
tions and the answersare comparedis the semantic
representation.

3.2 SemanticRanking

Fromthesemanticrepresentation,eachwordconsistsof a
list of argumentroles,namelyARG0,ARG1andARG2.
Though,weperformedsomeexperimentsonthepossibil-
ities of usingotherparametersto furtherimprove theac-
curacy of the extractionprocessandwith improvements
in the results,however, the overall experimentalperfor-

Figure2: Syntacticparseresult

Figure3: Semanticrelationsextracted



manceis not ashigh asexpectedandconsiderablecom-
putationaloverheadis addedto the extraction process.
We thus neglect theseparametersand focus on the ar-
gumentrole to do theextraction.

Basedon the similarity betweenthe argumentroles,
the coreandperipheralsentencesareranked for answer
projectionandextraction.

Similar strategiesarealsousedto rank the sentences
from theWikipediadataset.

3.3 Answer Projection and extractions

A set of answernuggetsare obtainedfrom the major
corpusand the Wikipedia dataset. The answerset is
extractedbasedon whetherthe nuggetsmatch the en-
tity type expectedby the questions,the consistency be-
tweenthe nuggetsobtainedfrom the major corpusand
the Wikipedia datasetand the consistency of the argu-
mentroles�lled by a particularnameentity.

4 Usesof external resourcesfor better
answerextraction

In addition to the grammaticalprocess,we also try to
processthe external resourcessystematicallyto help us
projecttheanswerbackto thecorpus.Theonly external
resourcesthat we processedin this year's QA task are
theWikipedia.Thelink structurebetweentheWikipedia
actuallyprovidesaprojectionof theworld event.Though
the total world projectedby the Wikipedia sometimes
cannotmatch precisely to the world projectedby the
text in theTRECcorpus,thesystematicuseof this type
of resourcecan provide a better estimationand some
hiddenfactsin the TREC corpusthat may be critical in
obtaininga moreaccurateanswer.

Considerthequestionseriesq210.1

Whatgovernmentpositiondid sheassumein 1993?
#NYT20000617.0162#Did agents
with theBureauof Alcohol, Tobaccoand
Firearms�re indiscriminatelyat the
DavidiansonFeb. 28,
1993when� vegroupmembersdied?#
Prev:#0#13551.703125#NYT20000617.0162#
Thecivil trial will examine
four areasof potential
governmentliability regarding
81of theDavidianswhodiedat MountCarmel.#
Next:#2#1.259611#NYT20000617.0162#
Did theFBI demolish
MountCarmelprematurely
andnot in accordancewith U.S.
Attorney GeneralJanetReno'sdirective?#

Though the 3 sentencesfragment do say something

about JanetReno in 1993, however, the relationsbe-
tweenJanetReno,theyear1993andthepositionshehad
wereunclear.

However, following our link algorithm on this entry
text, therelationsbetween”JanetReno”,”1993”, ”Attor-
ney General”arerelatedin this way:

”Attorney General”
”United StatesAttorney General
”JanetRenoMarch12,1993January
20,2001Bill Clinton”

Thus, the question and candidate answers and the
world can be linked up for more accurate answer
extraction.

The processof systematicextraction is as follows:
Fromthequestionandcandidateanswersentences,a set
of entitiesareextractedby theearlierresultof nameen-
tity taggerand Wikipedia lookup. The links are then
traced basedon the link index we build up for the
Wikipedia text. The potentialanswersetsarethoseen-
tries with forward andbackward links connected,i.e. a
cycle is formed.

5 De�nitional QuestionProcessing

Sincethe methodwe usedfor the factoidandlist ques-
tions seemto be not applicableto the de�nitional type
question,we just usethesimpletermsmatchingprocess
and redundancy removal to extract the de�nitional sen-
tences.A setof 500documentsareretrievedbasedonthe
questionseriesto the TREC documentindex. The sen-
tenceswithin the 500 documentsare then processedto
discovera setof commonlyco-occurringsetof words.A
vectoris formedbasedon thesetof wordswith thehigh-
est co-occurrence.This approach,using a set of com-
monlyco-occurringwordsor centroidwordsis described
in (0). The setof sentenceswithin the 500 documents
arerankedbasedon thecentroidword usingsimplevec-
tor matchingapproach.Thesesetsof sentencesarethen
comparedagainstthe list of sentencesthat areextracted
for factoidandlist answerextractionbasedonthevector-
basedmatching.Theredundancy sentences,whichhavea
high similarity measureswith theanswerextractionsen-
tencesare removed. The top-N sentences,after the re-
moval process,will be extractedasthe de�nitional sen-
tences.

6 Conclusion

We have describedour approachin our new QA system.
It includesusingmoresophisticatedgrammaticalframe-
work, theprojectionandmappingof therealworld onto
theTRECcorpusanda currentlyrathersimpleapproach
in thede�nitional questionprocessingsystem.The cur-
rentapproach,which is still quite immature,hasa lot of



roomsfor improvements.The currentprocedurein ex-
trapolatingthelexicon is notadequateandmissesa lot of
analyticaldetailsfor further parsingprocess.Betterap-
proachin extrapolatingthelexiconis needed.Currentap-
proachin usingtheworld resourcesandprojectionback
to theTRECcorpusis insuf�cient andthereis still a large
error in tracingthe link structure.More robust link rela-
tion extractionprocedureis expectedfor betterprojection
ontotheTRECcorpus.Thede�nitional questionprocess-
ing, which is very primitive in thecurrentapproach,has
to beupgradedsubstantiallyfor futureQA system.
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